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* However, with this restri s (at least sometimes) simplicity in

(j interpretation & compu’rq’rivéﬂhl ——
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ain the posterior:
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® Again, for Pdrd"r'l‘“ 10dels the above tends to be relatively straightforward




likelihood is misspecified
all models are wrong

nonparametric models

®* Howeve ling a parametric model

.

(which is relatively asily interpretable and - in favor of an (often

black box and immensely complicated) nonparametric alternative!






st have an

® In 1d the nonpare | but as dimension increases that

becomes impossible — how to provide an interpretable summary?




e . our predictions

* There is some associated theoretical understanding that may help address j

these questions




Assumed Class of

Parametric Models
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asymptotic variance is w.

 motiv - ML-based estimators

* Also, there is the question of etation — if the model is wrong, can we

(f reliably interpret the estimated parameters as if the model were true?
&
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oportion

en; itive to these

® Also, there may be multiple minimal KL points or one may be able to minimize

the KL in a parametric class by increasing the number of parameters
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averaging
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® Then we can de

Bayesian model
list of possible models

s well as

pr(M;)L(y™|M;)
Yn pr(Mp)L(y(™|Mp)



he posterior

M that is closest in KL to the true

(f ® This is due to the flawed M-closed assumption that f; is one of the k models in M




Model M1

s 'odel M3

So even if we can get closer to the
true curve by smarter averaging fits
from M1-M3, we will assign weight
1 on M3 as n increase
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A < ‘ ?

yrior elicitation

~and po ay be intractable

® It is of course hard to come u ‘with appropriate choices of II leading to a lot

(j of focus in the literature on 5|m|Iqr qpproqches (GPs, DPMs, etc)







he estimated

* If we want a black-box predictive model than we don’t care but BNP is

perhaps not the best pragmatic choice for black box prediction




decision theoretic stage

on and inference

* Afrabandpey et al (2020) fit a black-box Bayesian predictive model in a first j>

stage & then select an interpretable model that is close to the black box
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®* We can a on problems

i

® In general, Bayesians too often ignore the decision analysis phase!
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improving interpretability, ease of implementation & reproducibilit

lack of code s are
ities that

oblematic

® For thé" ‘routir - in practice with some

notable exceptions — BART, GP for spatial random effects, etc




f focus

seful code

®* To be relevant in the br c community & move beyond a small

(/ niche area, we need ’ré d'r||
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> |fy & computel

¢ Can we thinieel nodel misspecification without

B
‘.uﬂ e

(j modeling everything W|’rh a glcm’r compllca’red infinitely-parametric model?
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* Can we fc acknowledges model
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ihood for the marginals

* A Gaussian copul {ependence

>0 il &

(/ * A simple Gibbs sampl_ewé“"' ‘§'0>;n'pu’rqﬁon & an R package is available




e

quantiles, which

oy pecified quantiles

B
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® There are also many pape esian implementations of composite

(j likelihoods, partial Iikelihoﬁc'b’-cial;s-,u-j;él:ldb likelihood, etc




Bl

* Hard to jt stif — though one could argue

that typical Bayes justifications for parametric & nonparametric models are

( also flawed for different reasons




Gibbs posteriors
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‘epending

onine lata modeling

®* The scc:lc:r tuning re 1 key role in con’rrolllng concentration of j>

(f the Gibbs posterior & hence pos’rerlor uncer’ronn'ry (eg., Martin & Syring 2022)




e” parameter

Oopt = argm

(j Ty = true data-generating process, above expectation = frequentist risk



Juding for

* BUT ’rhrowmg out t cusmg comple’rely on loss-based

(j inferences sacrifices many of 'rhe advantages of Bayesian inference!



C blems; indeed

| A= |
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®* For example, suppose \
’ i

LA

(f slightly non-Gaussian. Then,‘ inferences on the mean & variance will tend to be robust

but the true distribution is i)
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o considerable over-

estimation of
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dan

ques’rlons

o Milla »process mixtures

(DPMs) for sele th sters, wh "aﬂ_\?ocating for the use of

(/ mixture of flnl’re mlx’rures (MFMS)







complexity of the model is CI||QW_,.
S adaptive to data -

 # of be r nested models, etc



ts

> model

* Jewsen ef llternative divergences to

(j ® Very cool & rich ideqa, but can lead to computational challenges




ta are

o ahig distribution of the

observed data is close ‘ il distribution of data sampled from the j)

(/?/




sense that
e > 0.
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LA ,

O ‘use c-posterior:

(f Where R~H is a prior o’r dn(X [1:n]»x[1:n]) >0
&




repancy

® For p ractic N re ative entropy,

(/ d(Pe»Po) — fpo(x) 09 A(dx)
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f distance, is

timator

. In’reres’rlng , the c- ood — this tends to make

(f Bayes compu’rahon easy ‘& relates to @ r|ch Ilterq'rure on power likelihoods



> d irect

1 k, variable

selection in | prior on # components

(j * C-Bayes provides “lp" e way to rob f“pqrc:me’rric model inferences j>
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(model is

a correct reference

odel

s

® Li and Dunson (2020) -oach for model selection & averaging

(f of linear models using GdUSﬂs;i:dwFs »(GP) regression as the reference
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lidation (e.g,

< Al’rernq’rlvely, one can do nor sian agg ega’rlon of models — e.g., Rigollet j

(f & Tsybakov (201 2) develop an exponen’rlal weighting approach




ng 1T; over M

- Welgh’rs are ptot o usual posterior model probabilities

(j if one of the models in ’rhe Ils’r is ’rrue, SO ’rhe oracle is one of the candidates
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v when the

® In comparing mod factorize as Tt = - ey

where G jtisa goodwr.1§§ -fit term |sq penQI’ry on complexity




be 'ﬁes up
ed via EB/MCMC

.
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- solution

* There are man 7-bay e rc pproqches which

(j acknowledge model mlsspeC|f|cq’r|on under M-open or M-complete
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D | depends

sthods are

effectively pc - issu es to misspecification

(j solutions to practical issues that arise
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’rhe other

o [ ardme’rers

®* BNP qpproac es let [ ;0 )dP (0, ), where P~TI, P is an almost

(j surely discrete rqndom probqblll’ry measure & Il is an appropriate prior




n’rly of 7;

1)

C Clus’rermg is induced from 1 s in the samy P. If we let 0;~P, P~II, then

(j with the above speaﬂca’non we W|II get 0; = Hl, with positive probability
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®* The speC|f|c -orm of EPI , with dif erent choices favoring

(j different behqwors in terms of growth in ’rhe number of clusters with n




gl

®*Fora <0 f|n|’re # clusters, 0 = 0 logn growt E (0,1) n? polynomial

.



EPPF & the

~ prior F -

(j ch0|ces — practitioners of’ren focus |us'r on DPMs & MFMs favoring few clusters
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correctly sg

szaibish
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® If the kernel is misspecified, then most models will break a true cluster into more &

more clusters without bound as sample size increases
&
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* They induce flexible /robust 1 “density that have nice asymptotic

(j properties etc but the estimates of clustering are highly brittle
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robustifyi ayes, Gibbs posteriors

v

® |In the remainder, I'll illustre ITe€ some POossIB ies "riefly




“model for a

JAUIll

®* The goal is to | robustify ed clustering ‘without needing a complex

(j model for the densny of ’rhe da’ra W|’rh|n each cluster




ion zero &

* In practice, we will often model distances d; : instead of differences ke

using a carefully chosen gamma kernel
&




\atomical regions

* We applied bot & a vanilla Gaussian mixture

s

model (over-fi’r’red“"' f Rousseau & Mengersen 2011 — 7 clusters)

v



ANATOMICAL LABELS Bayesian Distance Clustering Clustering from Gaussian
Mixture model

/O




1aining Bayesian

. Appealmg ’ro avoid ad h oc-ery in doing thi ‘& also not discard modeling

.
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ieural nets

e rld applications &
develoﬁ’» all ble methods?
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(j ® If not we run the risk of b a narrow niche area




