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Abstract
Recently, constructing an adjacency matrix
through the dependency tree of a sentence
and extracting relation triples via graph neural
networks has proven to be successful. However,
the issue of effectively pruning dependency
trees has yet to be resolved. In this paper,
we propose a method that utilizes dependency
selection to address this problem. Specifically,
we assign a weight to each dependency type and
train the model. We then select the dependency
type with the most significant weight changes to
retain and discard the rest. Finally, we fine-tune
the model with the retained dependency. Our
experimental results on the public dataset
SemEval demonstrate that our proposed method
is effective and achieves competitive perfor-
mance compared to the previous best model.
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1 Introduction

Relation extraction (RE), which aims to identify
entities in sentences and determine whether two
entities in a sentence hold a semantic relation,
plays an important role in many downstream
tasks of natural language processing. For ex-
ample, knowledge graph[1], automatic question
and answering[2], sentiment analysis[3], etc.

In recent years, the method based on neu-
ral network has attracted more and more at-
tention because of its automatic feature extrac-
tion and excellent performance[4, 5, 6]. Among
them, the method based on graph neural net-
works has been widely developed in relation ex-
traction tasks. However, how to prune the graph
is still a challenge. [7] adopts the strategy of the
shortest dependency path (SDP), and only re-
tains the dependency relationship on the two en-
tity connection paths. [8] argues that excessive
pruning will ignore some semantic information.
In [9], they adopt two types of pruning strate-
gies, one is called Local and the other is Global.

In order to solve this problem, we propose
a dependency selection method for relation ex-
traction task. Concretely, we first train the
model to select the dependency type with more



drastic weight changes to retain, then, we fine-
tune the model for the second time with the
retained dependency. Experimental results on
the public dataset SemEval show that our pro-
posed method is effective and achieves compet-
itive performance with the previous best model.

Our main contributions can be summarized
as follows: (1) First, we use coarse-grained
training to select dependencies and complete the
pruning process. (2) Fine-tune the model with
the retained dependencies to further improve the
performance of the model. (3) A large number
of experiments have been carried out on public
data sets to fully verify the effectiveness of the
model.

2 Related Work

AGGCN[10] is an early proponent of graph con-
volution network for relation extraction. In
his method, firstly, he used the existing toolkit
to analyze the dependency of sentences, and
formed the adjacency matrix, which is used in
graph convolution network. In addition, in or-
der to capture semantic information of different
granularity, the variable-length sublayer strat-
egy is used to synthesize information through
the dense connection layer. However, he did
not distinguish the types of dependencies, that
is, all dependencies are treated equally, which
makes the performance of the model not high.
A-GCN[9] pays attention to the type of depen-
dency relationship. When calculating the adja-
cency matrix A, the result derived by the type
and two dependency words replace the tradi-
tional A, and when calculating A, the gener-
alized attention mechanism was adopted. In
the generated dependency matrix, four different
pruning strategies are verified, however, When
searching for the shortest path, a lot of cal-
culations will be involved. [8] believes that
pruning the dependency tree too hard would
cause the negative meaning in the sentence to be
deleted and the expressed information to be in-
complete, which would damage the robustness
of the model. [11] argues manual pruning strat-
egy may lead to the omission of useful informa-
tion. To solve this problem, the author proposes
a dynamic pruning graph convolution network.

Our work is based on previous work, we

don’t prune dependency tree directly, but make
a choice by observing the impact of each depen-
dency type on the relation extraction task.

3 Our Proposed Method

The overview of our proposed model is shown
in Figure 1(b). From which we can see that our
model consists of four modules: encoder layer,
graph neural networks layer/layers, entity repre-
sentation layer and relation classification layer.
Next, we will introduce each module in detail.

3.1 BERT Encoder

In this paper, we adopt BERT[12], a pre-trained
language model, as our encoder. The encoding
process is as follows

{h0
1,h

0
2, · · · ,h0

n} = BERT({x1, x2, · · · , xn})
(1)

where xi denotes the ith word in the sentence s,
h0i denotes the context representation of xi and
h0i ∈ RH (0 ≤ i ≤ n).

3.2 Graph Neural Networks

Given a graph G with n nodes, we can use an
n × n adjacency matrix A to represent the re-
lationship between any two nodes i and j, that
is, if there is a relationship between node i and
node j, then ai,j = aj,i = 1, otherwise ai,j =
aj,i = 0. Based on A, the graph neural networks
(GCN) can be denoted as

hl
i = σ(

n∑
j=1

ai,j(W
lhl−1

j + bl)) (2)

where hl−1
j is the context representation of xj

at (l − 1)th layer, Wl and bl are trainable ma-
trix and vector at lth layer, σ denotes activation
function, such as ReLU. GCN can be regarded
as node i in lth layer use its adjacency nodes in-
formation represent itself. It is worth noting that
the GCN layer can be stacked with several lay-
ers.

In our work, in order to select a subset from
all dependency type, we use matrix W instead
of matrix A. Suppose D = {d1, d2, · · · , dm}
denotes the dependency type set. Each di is a
dependency type, such as nsubj , We construct
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Figure 1: The overview of our model. (a) is an example sentence and its dependency parsing. (b)
is the framework of our model. (c) is the adjacency matrix composed of the real values
corresponding to the dependency type. The yellow and green parts in the sentence indicate
the two entities in the sentence, respectively

a real value set W = {w1, w2, · · · , wm} cor-
responding to D. So, each dependency type di
corresponds to a real number wi. In Figure 1(c),
every wi,j ∈ W . In this way, if two nodes i and
j hold dependency dk, then wi,j = wj,i = wk.
Every real value wi in W is trainable.

3.3 Entity Representation

After the operation of graph neural network, the
representation of words in sentences has been
fully interactive. In order to obtain the rep-
resentation of entities in sentences, we adopt
MaxPool operation for the word vector corre-
sponding to the entities in sentences, as follows

hek = MaxPool({hi|xi ∈ ek}) (3)

where ek denotes the kth entity,k = 1, 2, hi

from the last layer of GCN is the context rep-
resentation of xi, xi ∈ ek denotes xi is a token
in ek.

Similarly, for the representation of sentences,
we MaxPool the representation of words in the
whole sentence.

hs = MaxPool({h1,h2, · · · ,hn}) (4)

In this way, we get the representation of enti-
ties and sentences, respectively.

3.4 Relation Classification

After we get the representation of entities and
sentences, we first concatenate them into one
vector, then we feed them into a feed-forward
neural network (FFNN) for information mixing.
This can be expressed as follows

y = Wo(hs ⊕ he1 ⊕ he2) + bo (5)

Where, ⊕ denotes the concatenation operation,
W and bo are trainable matrix and vector.

Then, the softmax operation is adopted to the
above results to determine the semantic relation

r̂ = argmax
r

exp(yr)∑|R|
i=1 exp(yi)

(6)

where R denotes the relation set and yr is the tth

value of vector y. We regard the relation cate-
gory corresponding to the index with the highest
probability as the final semantic relationship.



3.5 Training Objective

The training objective is defined as the sum of
the cross entropy loss

J(θ) = − 1

N

N∑
i=1

|R|∑
r=1

pi
r logy

i
r (7)

where N denotes the number of training data,
R denotes the number of relations, pi is a one-
hot vector, denotes the golden label of the ith

instance, y indicates the predicted distribution,
r denotes the ith value of the vector. We adopt
AdamW[13] as the optimizer to train our model.

4 Experiments

In order to verify the effectiveness of our pro-
posed method, we designed a extensive experi-
ments.

4.1 Datasets

We conduct our experiments on the public
dataset SemEval 2010 Task 8 [14]. The Se-
mEval dataset contains a total of 10217 in-
stances, including 8000 training instances and
2717 test instances. Among them, two entities
of each instance have been given. Therefore, the
task of relation extraction becomes to determine
the semantic relation between two entities in the
sentence. The SemEval dataset contains a total
of 19 types of relation, including 9 pairs of di-
rected relations and a special semantic relation
”None”, which means that there is no semantic
relation between the two entities. In addition,
SemEval officially provides evaluation metric.

4.2 Experimental Setup

For each instance, we use the existing natu-
ral language processing toolkit Stanford Corenlp
Toolkit 1 as dependency parser, and we get a to-
tal of 40 dependencies. For encoder, we adopt
bert-base-uncased version which has 12 layers
and 768 hidden size. For the location of the en-
tity in the sentence, we establish a mask to rep-
resent, where the position of 0 in the mask rep-
resents the non-entity location, and 1 represents
the location of the entity. In order to obtain the

1https://github.com/stanfordnlp/CoreNLP

Hyperparameters Value
weight decay 0.01
batch size 16
epochs 20
learning rate 1e-4

Table 1: Hyperparameters of our model

most effective dependency type, we first set the
corresponding value in W to 0.5. The settings
of other hyperparameters are shown in Table 1

4.3 Baseline Methods

We compare the proposed method with the fol-
lowing baselines:

• GCN[15] proposes three pruning strate-
gies. One is pruning the tree down to the
dependency path, the other is keeping all
nodes that are directly attached to the de-
pendency path, and the last is retaining the
entire lowest common ancestor (LCA) sub-
tree.

• AGGCN[16] adopts the multi-head atten-
tion mechanism when constructing the ad-
jacency matrix. In addition, in order to
capture the semantic information of differ-
ent granularity, each convolution layer also
contains several sub-layers.

• A-GCN [17] pays attention to the type of
dependency. When calculating the adja-
cency matrix A, the generalized attention
mechanism is adopted. Each entry in A
is determined by the dependency type and
the context representation of tokens. In the
calculation process, a variety of different
pruning strategies are adopted.

4.4 Main Results

We train our model for two times. In the first
time, we take all the 40 dependency types into
account. It is intuitively believed that the greater
the change, the more sensitive the dependency
type is to the model. Then we statistics the ab-
solute value change of each value in W as shown
in Figure 2. Finally, we select the Top-18 depen-
dency type with the highest changes and conduct
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Figure 2: The overview of our model. (a) is an example sentence and its dependency parsing. (b)
is the framework of our model. (c) is the adjacency matrix composed of the real values
corresponding to the dependency type. The yellow and green parts in the sentence indicate
the two entities in the sentence, respectively

Prec. Rec. F1-score
GCN[15] - - 84.8
AGGCN[16] - - 85.7
A-GCN[17] - - 89.16
Ours(F) 87.94 88.29 88.05
Ours(S) 88.61 88.77 88.62

Table 2: Results on SemEval. Ours(F) denotes
the first training result and Ours(S) de-
notes the fine-tuned result.

the experiment again to fine-tune the model. All
experimental results are shown in Table 2.

From the table, we can get the following in-
formation: (1) From the first (F) and second (S)
experimental results, we can conclude that the
selection of dependency and the fine-tuning of
the model have had an impact on the test re-
sults of the model, with a 0.57% improvement
in F1-score. (2) Compare with other methods,
GCN[15] and AGGCN[16], our model exceeds
3.82% and 2.92% in F1-score, respectively. (3)
For A-GCN[17], our model also achieves com-
parable performance, compared with our model,
A-GCN[17] has many additional modules and
calculation costs.

5 Conclusion

In this paper, we propose a dependency selec-
tion method to prune the dependency tree. Our
model first statistics the impact of each depen-
dency type on the relation extraction task, and
then we select the dependency types that are sen-
sitive to the results to retain. The experiment
shows that our method is effective.
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